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#### Abstract

Expectation-Maximization (EM) algorithms for independent component analysis are presented in this paper. For super-Gaussian sources, a variational method is employed to develop an EM algorithm in closed form for learning the mixing matrix and inferring the independent components. For sub-Gaussian sources, a symmetrical form of the Pearson mixture model (Neural Comput. 11 (2) (1999) 417-441) is used as the prior, which also enables the development of an EM algorithm in fclosed form for parameter estimation.
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## 1. Introduction

Blind source separation (BSS) by independent component analysis (ICA) has received great attention due to its potential signal processing applications

[^0][1,2,4-6,8,10]. In particular, the following ICA model is considered in this paper
\[

$$
\begin{equation*}
x=A s+\varepsilon, \tag{1}
\end{equation*}
$$

\]

where $A \in R^{N \times M}$ is the mixing matrix, $x$ is an $N$-dimensional data vector, the elements of $s$ which is an $M$-dimensional random vector define the independent components, and $\varepsilon$ is the noise which is modelled as Gaussian with zero mean and covariance matrix $\Sigma$. In ICA, the elements of $s$ are assumed mutually statistically independent denoting that the joint probability distribution of $s$ is factorable, i.e., $p(s)=\prod_{m=1}^{M} p\left(s_{m}\right)$, where $p$ represents the probability density function (p.d.f.). The aim of ICA is as follows: Given $T$ observed data samples $\left\{x_{t}\right\}_{t=1}^{T}$, recover the mixing matrix $A$, the original source sequences $\left\{s_{t}\right\}_{t=1}^{T}$, and the noise covariance matrix $\Sigma$.

Several researchers have proposed various methods for estimating the mixing matrix and the noise covariance matrix, in which the posterior moments are estimated by various approximation techniques $[2,5,10,12,13]$. In contrast to these methods, this paper presents a combined estimation method for the source signals, the mixing matrix and the noise covariance matrix based on the Expectation-Maximization (EM) algorithm [3]. For super-Gaussian sources, a variational method enables the posterior analytically tractable [4,7], which formulates an EM algorithm in closed form for parameter estimation. For sub-Gaussian sources, the Pearson mixture model [8] is employed to be the source density, which naturally gives an EM algorithm in closed form for parameter estimation.

## 2. Parameter estimation methods

In ICA, it has been shown that there are only two density models for the source priors, i.e., the super-Gaussian density which has a positive kurtosis and the subGaussian density which has a negative kurtosis. ${ }^{1}$ In this section, we will derive EM algorithms in accordance with these two source densities, respectively.

### 2.1. Super-Gaussian density model

In ICA, a super-Gaussian density which has a positive kurtosis is placed on the independent components. In particular, since the elements of $s$ are assumed mutually statistically independent we employ the following factorable super-Gaussian density as the source model [8]

$$
\begin{equation*}
p(s)=\prod_{m=1}^{M} \frac{1}{Z(\beta)} G_{s_{m}}(0,1) \cosh ^{-2 / \beta}\left(\beta s_{m}\right) \tag{2}
\end{equation*}
$$

where the notation $G_{s_{m}}(0,1)$ denotes a normal distribution computed at $s_{m}$ with zero mean and unit variance, $\beta$ is a constant and $Z(\beta)$ is the normalizing coefficient irrelevant to $s$. This prior renders the posterior, i.e., $p(s \mid x, A, \Sigma)$, analytically

[^1]intractable. In the following, we will derive a strict lower bound on this prior, which gives a closed form for parameter estimation in an EM framework.

The prior density in Eq. (2) has a strict lower bound over the additional variational parameter $\xi=\left(\xi_{1}, \xi_{2}, \ldots, \xi_{M}\right)^{T}$ such that (see Appendix)

$$
\begin{equation*}
p(s) \geqslant p(s \mid \xi)=\prod_{m=1}^{M} \varphi\left(\xi_{m}\right) G_{s}(0, \Lambda) \tag{3}
\end{equation*}
$$

where

$$
\Lambda=\operatorname{diag}\left(\frac{\xi_{1}}{\xi_{1}+2 \tanh \left(\beta \xi_{1}\right)}, \ldots, \frac{\xi_{M}}{\xi_{M}+2 \tanh \left(\beta \xi_{M}\right)}\right) .
$$

Note that as $\beta \rightarrow \infty$, the density in Eq. (2) becomes the following factorable Laplacian:

$$
\begin{equation*}
p(s) \propto \prod_{m=1}^{M} G_{s_{m}}(0,1) \exp \left(-2\left|s_{m}\right|\right) \geqslant \prod_{m=1}^{M} \varphi\left(\xi_{m}\right) G_{s}(0, \Lambda), \tag{4}
\end{equation*}
$$

where

$$
\Lambda=\operatorname{diag}\left(\frac{\left|\xi_{1}\right|}{\left|\xi_{1}\right|+2}, \ldots, \frac{\left|\xi_{M}\right|}{\left|\xi_{M}\right|+2}\right)
$$

which is used as the interesting prior in learning sparse and overcomplete representations [10,4]. It should be noted that the variational lower bound on the prior derived in this paper is similar to the one presented by Girolami [4], who introduced the variational method into learning sparse and overcomplete representations. (For a specific application of the variational method to machine learning, see [7].) Fig. 1 shows ranges of the variances of the lower bounds in the Gaussian form presented in this paper and those proposed by Girolami [4], i.e., the variances of the lower bounds in this paper belong to $[0,1)$ and the ones presented in [4] belong to $[0, \infty)$, reflecting that the prior employed in this paper has a smaller variance than the one used in [4]. Furthermore, given the previous strict lower bound on the prior, the corresponding posterior can be represented as a strict lower bound in Gaussian form

$$
\begin{align*}
p(s \mid x, A, \Sigma) \geqslant p(s \mid x, A, \Sigma, \xi) & =\frac{p(x \mid s, A, \Sigma) p(s \mid \xi)}{\int p(x \mid s, A, \Sigma) p(s \mid \xi) \mathrm{d} s} \\
& =\frac{G_{x}(A s, \Sigma) G_{s}(0, \Lambda)}{\int G_{x}(A s, \Sigma) G_{s}(0, \Lambda) \mathrm{d} s} . \tag{5}
\end{align*}
$$

Thus, a normal form of the following variational moments can be easily obtained based on the posterior $p(s \mid x, A, \Sigma, \xi)$ :

$$
\begin{align*}
& E\left\{s \mid x_{t}, \xi_{t}\right\}=\left(A^{T} \Sigma^{-1} A+\Lambda_{t}^{-1}\right)^{-1} A^{T} \Sigma^{-1} x_{t},  \tag{6}\\
& E\left\{s s^{T} \mid x_{t}, \xi_{t}\right\}=\left(A^{T} \Sigma^{-1} A+\Lambda_{t}^{-1}\right)^{-1}+E\left\{s \mid x_{t}, \xi_{t}\right\} E\left\{s \mid x_{t}, \xi_{t}\right\}^{T} . \tag{7}
\end{align*}
$$



Fig. 1. Variance of the variational lower bound in Gaussian form. The variational parameter $\xi$ runs along the horizontal axis, with the vertical axis giving the value of variance. The plots of the presented variances

$$
\sigma^{2}=\frac{\xi}{\xi+2 \tanh (\xi)} \quad \text { and } \quad \sigma^{2}=\frac{|\xi|}{|\xi|+2}
$$

are, respectively, denoted by the dot line and the solid line, comparing the plots of the variances

$$
\sigma^{2}=\frac{\xi}{\tanh (\xi)} \quad \text { and } \quad \sigma^{2}=|\xi|
$$

[4] being, respectively, denoted by the dash line and the dot-dash line.

Now given these conditional moments for the lower bound on the posterior, it is an easy task to derive an EM algorithm in closed form for parameter estimation. For each data sample, there is a corresponding $M$-dimensional variational parameter associated with it. Given $T$ data samples $\left\{x_{t}\right\}_{t=1}^{T}$, we will estimate the parameters $A, \Sigma$ and $\left\{\xi_{t}\right\}_{t=1}^{T}$ by maximizing the data log-likelihood

$$
\log p(x \mid A, \Sigma, \xi)=\sum_{t=1}^{T} \log \left\{p\left(x_{t} \mid A, \Sigma, \xi_{t}\right)\right\}
$$

Conveniently, the standard forms of M-step for the parameters $A, \Sigma$ and $\xi$ can be represented as (for derivations, see [4])

$$
\begin{equation*}
\xi_{t}^{\text {new }}= \pm \sqrt{\operatorname{diag}\left[E\left\{s s^{T} \mid x_{t}, \xi_{t}\right\}\right]} \tag{8}
\end{equation*}
$$

$$
\begin{align*}
A^{\text {new }} & =\left\{\sum_{t=1}^{T} x_{t} E\left\{s \mid x_{t}, \xi_{t}\right\}^{T}\right\}\left\{\sum_{t=1}^{T} E\left\{s s^{T} \mid x_{t}, \xi_{t}\right\}\right\}^{-1}  \tag{9}\\
\Sigma^{\text {new }} & =\frac{1}{T} \sum_{t=1}^{T}\left\{x_{t} x_{t}^{T}-A^{\text {new }} E\left\{s \mid x_{t}, \xi_{t}\right\} x_{t}^{T}\right\} \tag{10}
\end{align*}
$$

Note that

$$
\begin{equation*}
M_{t}=\left(A^{T} \Sigma^{-1} A+\Lambda_{t}^{-1}\right)^{-1}=\Lambda_{t}-\Lambda_{t} A^{T}\left(A \Lambda_{t} A^{T}+\Sigma\right)^{-1} A \Lambda_{t} \tag{11}
\end{equation*}
$$

This transformation of the matrix inversion allows a really hard inverse to be converted into an easy inverse especially when considering BSS of more sources than mixtures, i.e., $A$ has many columns but few rows. Inserting the terms for the variational posterior moments into Eq. (8)-(10) gives the following updates for the parameters $A, \Sigma$, and $\xi$ :

$$
\begin{align*}
\xi_{t}^{\text {new }} & \left.= \pm \sqrt{\operatorname{diag}\left[M_{t}\left\{I+A^{T} \Sigma^{-1} x_{t} x_{t}^{T} \Sigma^{-1} A M_{t}\right\}\right.}\right]  \tag{12}\\
A^{\text {new }} & =\left\{\sum_{t=1}^{T} x_{t} x_{t}^{T} \Sigma^{-1} A M_{t}^{T}\right\}\left\{\sum_{t=1}^{T} M_{t}\left\{I+A^{T} \Sigma^{-1} x_{t} x_{t}^{T} \Sigma^{-1} A M_{t}\right\}\right\}^{-1},  \tag{13}\\
\Sigma^{\mathrm{new}} & =\frac{1}{T} \sum_{t=1}^{T} x_{t} x_{t}^{T}-A^{\mathrm{new}} \frac{1}{T} \sum_{t=1}^{T} M_{t} A^{T} \Sigma^{-1} x_{t} x_{t}^{T} . \tag{14}
\end{align*}
$$

Eq. (12) serves to improve the variational data likelihood $p(x \mid A, \Sigma, \xi)$ to the true data likelihood, and the convergence properties of the EM algorithm [3] ensure that $p(x \mid A, \Sigma) \geqslant p\left(x \mid A, \Sigma, \xi^{\text {new }}\right) \geqslant p\left(x \mid A, \Sigma, \xi^{\text {old }}\right)$.

### 2.2. Sub-Gaussian density model

For sources with sub-Gaussian densities, the following Pearson mixture model in the univariate case is employed in this paper [8]:

$$
\begin{equation*}
p(s)=\frac{1}{2}\left(G_{s}\left(\mu, \sigma^{2}\right)+G_{s}\left(-\mu, \sigma^{2}\right)\right) \tag{15}
\end{equation*}
$$

This mixture model is a symmetric strictly sub-Gaussian density and may serve as a suitable density for computing the score function of symmetric sub-Gaussian sources. Lee et al. [8] had derived a learning rule for complete ICA without additive noise. Actually, this Pearson mixture model makes the posterior analytically tractable and thus it is not required to employ various approximations for it such
that

$$
\begin{align*}
p(s \mid x, A, \Sigma) & =\frac{p(x \mid s, A, \Sigma) p(s)}{\int p(x \mid s, A, \Sigma) p(s) \mathrm{ds}} \\
& =\frac{G_{x}(A s, \Sigma) G_{s}(\mu, \mathrm{~V})+G_{x}(A s, \Sigma) G_{s}(-\mu, \mathrm{V})}{\int G_{x}(A s, \Sigma) G_{s}(\mu, \mathrm{~V}) \mathrm{ds}+\int G_{x}(A s, \Sigma) G_{s}(-\mu, \mathrm{V}) \mathrm{ds}} \tag{16}
\end{align*}
$$

where $\mathrm{V}=\sigma^{2} \mathrm{I}$. Note that $W=\left(A^{T} \Sigma^{-1} A+\mathrm{V}^{-1}\right)^{-1}=\mathrm{V}-\mathrm{V} A^{T}\left(A \mathrm{~V} A^{T}+\Sigma\right)^{-1} A \mathrm{~V}$. This posterior conveniently gives the following moments:

$$
\begin{align*}
& E\left\{s \mid x_{t}\right\}=W A^{T} \Sigma^{-1} x_{t},  \tag{17}\\
& E\left\{s s^{T} \mid x_{t}\right\}=W+W\left(A^{T} \Sigma^{-1} x_{t} x_{t}^{T} \Sigma^{-1} A+\mathrm{V}^{-1} \mu \mu^{T} \mathrm{~V}^{-T}\right) W^{T} . \tag{18}
\end{align*}
$$

Inserting these moments into Eqs. (9) and (10) gives the following updates:

$$
\begin{align*}
A^{\text {new }}= & \left\{\sum_{t=1}^{T} x_{t} x_{t}^{T} \Sigma^{-1} A W^{T}\right\} \\
& \times\left\{\sum_{t=1}^{T} W\left\{I+\left(A^{T} \Sigma^{-1} x_{t} x_{t}^{T} \Sigma^{-1} A+\mathrm{V}^{-1} \mu \mu^{T} \mathrm{~V}^{-T}\right) W^{T}\right\}\right\}^{-1}  \tag{19}\\
\Sigma^{\text {new }}= & \frac{1}{T} \sum_{t=1}^{T} x_{t} x_{t}^{T}-A^{\text {new }} \frac{1}{T} \sum_{t=1}^{T} W A^{T} \Sigma^{-1} x_{t} x_{t}^{T} \tag{20}
\end{align*}
$$

## 3. Simulations

To compare this proposed method with Girolami's EM algorithm [4], where the prior was set to be $p(s)=\cosh ^{-1}(s)$, the error measure used in [8] was computed in the first experiment for standard BSS with three speech sources (see Fig. 2). The result shows that the performance of the proposed method is similar to Girolami's EM algorithm, though the proposed method slightly increased the convergence speed in this experiment.

The second experiment shows the ability of the proposed EM algorithm to perform blind separation of binary sources with more sources than observations. Fig. 3 shows the result. The complexity of Pajunen's method [11] grows exponentially with the number of the sources, whereas the complexity of this EM algorithm scales as $\mathcal{O}\left(N^{3}\right)$.

The third experiment shows the ability of the method to learn sparse representation for speech data which were obtained from the TIMIT database, using the speech of a single speaker, speaking 10 different example sentences. Speech segments with 64 samples were randomly selected from the 10 speech signals, where each of the speech signals has 16 bits per sample at the sampling frequency of 16000 HZ . Both a complete ( 64 basis vectors) and an overcomplete basis (128 basis


Fig. 2. Error measure [8] for the separation of three sound sources. The solid line plots the performance for the EM algorithm outlined in Eqs. (12), (13) and (14), and the dot line plots the performance for the method proposed by Girolami [4].
vectors) were learned. Fig. 4 shows the learned complete basis vectors which are referred to as the columns of the mixing matrix in the linear ICA model in Eq. (1). This result is similar to those reported in $[9,10]$.

## 4. Conclusions

This paper has presented a variational method for blind separation of superGaussian sources. For sub-Gaussian sources, the Pearson mixture model is employed as the prior, which naturally gives an EM algorithm in closed form for parameter estimation. Simulation results show that the proposed method can perform blind separation of both super-Gaussian and sub-Gaussian sources.

## Appendix

For the univariate heavy-tailed distribution in Eq. (2), it is desirous to consider the following log-density:

$$
\begin{equation*}
h(s)=\log \{p(s)\}=C-\frac{1}{2} s^{2}-2 \beta \log \left\{\mathrm{e}^{\beta s}+\mathrm{e}^{-\beta s}\right\}, \tag{21}
\end{equation*}
$$



Fig. 3. (a-c) The three original binary images. (d,e) The noisy observations. (f-h) The inferred images using the EM method outlined in Eqs. (19) and (20).


Fig. 4. Sixty-four basis vectors learned from the segments of natural speech which consisted of 64 samples in duration.
where $C=\log \frac{4}{\sqrt{2 \pi}}$. It can be seen that this $\log$-prior is convex in $s^{2}$ due to $-\log \left\{\mathrm{e}^{\beta s}+\right.$ $\left.\mathrm{e}^{-\beta s}\right\}$ being convex in $s^{2}$ [7]. Thus, the variational representation for $h(s)$ has the following form [7]:

$$
\begin{equation*}
h(s)=\max _{\xi}\left\{\left(s^{2}-\xi^{2}\right) \nabla_{\xi^{2}} h(\xi)+h(\xi)\right\}, \tag{22}
\end{equation*}
$$

where $\nabla_{\xi^{2}}$ denotes the gradient with respect to $\xi^{2}$. It should be indicated that the maximum in the above representation is naturally attained for $s^{2}=\xi^{2}$. This conveniently gives the following expression:

$$
\begin{equation*}
p(s)=\max _{\xi}\left[\varphi(\xi) G_{s}\left(0, \sigma_{\xi}^{2}\right)\right], \tag{23}
\end{equation*}
$$

where

$$
\varphi(\xi)=p(\xi) \exp \left\{\frac{\xi^{2}+2 \xi \tanh (\beta \xi)}{2}\right\} \sqrt{2 \pi \sigma_{\xi}^{2}} \quad \text { and } \quad \sigma_{\xi}^{2}=\frac{\xi}{\xi+2 \tanh (\beta \xi)} .
$$
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